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Airavata	Overview

• Airavata	is	a	general	purpose	distributed	task	management	system	
build	on	micro-service and	component	based	architecture	principles.	

• Airavata	provides	capabilities	to	compose,	manage,	execute and	
monitor large	scale	applications on	distributed	computing	resources.

• Airavata	supports	executions	on	local	clusters,	national	grids,	
academic	and	commercial	clouds.	

• Airavata	is	multi-tenanted -- one	service	runs	many	gateways.	



Airavata:	Keep	it	simple,	yet	flexible	

• External	clients	interact	with	Airavata	API	(based	on	Apache	Thrift).
• Internally,	components	interact	with	each	other	through	Component	

Programming	Interfaces	(thrift	based	CPIs).



Gateway	Anatomy	mapped	to	Airavata
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Scale	number	of	
gateways	without	
having	to	scale	FTE’s	
needed	to	support	them.

SciGaP	Key	Mission



Diverse	and	Complementing	TEAM
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Improve sustainability by converging on a single set of hosted 

infrastructure services



Managing	Computations	à Data	Analysis	



Use	Notebooks	to	interact?



Tutorial	Modules

1. Module	1	- Introductions	&	Warmup
2. Module	2	- Test-Drive	Airavata	
3. Module	3	- Under	the	Hood	Technical	Details
4. Module	4	- Build	your	own	Gateway
5. Module	5	- Interactive	Web	Notebooks	+	Airavata
6. Module	6	- Data	Organization,	Sharing,	Discovery
7. Module	7	- Conclude	&	Getting	support
Detailed	Agenda	- https://s.apache.org/xsede16-gateway-tutorials



Community	Hangout

Mailing	lists:
• architecture@airavata.apache.org
• dev@airavata.apache.org
• users@airavata.apache.org

Direct	Contact:	
Marlon	Pierce	(marpierc@iu.edu)
Suresh	Marru	(smarru@iu.edu)



Additional	Slides
For	discussion	based	on	Q&	A



GSoC Project:	Inspect	executions	through	layers

Start	Application End	Application

1)	Run	Computation

2)	Record	Intermediate	Result3)	Stream	Intermediate	
Result	to	User

Remote	Compute	Node

Using	WebSockets and	AMQP,	the	
PGA	will	allow	users	to	view	
application	logs	and	intermediate	
results	as	they	are	generated	on	
remote	computing	resources.

Traditional	long-running	
applications	run	on	remote	
computing	resources	and	provide	
minimal	information	to	the	user	
during	execution.


